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Abstl·act 

ln this paper a new schedulability test is proposed for a periodic task set when task deadlines are 
arbitrar~·. proúdecl they are not larger than their respective periods. This task set moclel can moclel 
a s~ stem of jitter constrainecl process fotmcl in multimedia s~ stems. The test is base el on a numbcr of 
e\'aluation tests using the perioclic task set utilization factor. lt is shown that \\'hen the task deadline is 
not much sma.ller than its periocl. the results proúdecl can ginc the best results among the ones fotmcl in 
the literature. rega.rcling efficiency and computational costs. 

keyword list: Operatiug Systems. Optimization. Engineering Computation. 

1 Introduction 

T·:·da(c; Harcl Real- Time Systems(HRT.S 1 must be designecl l':ith the goals of flexibilit~ ancl aclaptiveness 
rcCc¡uirecl in a clynC~mic environment. 1dlile keeping a cleterministic behaviour[l]. By a clynamic environnwnt 
1w· mean a environment r-omposecl of clynamic tasks. that can anive ancl clisappear constantly. Flexibilit; anrl 
Predict a bi lit y ( deterministic be ha viour) can be achi<"vecl through a carefully schecluling policy. Concerning 
tltco ,-,r·heduling problem sucb HRTS nmst assure chat the schedulability tests are fast. so that the;• m ay be 
applied r1n-line. Thes<" scheclulability tests can only be applied if they are (1) predictably fast (:2) provicle a 
·:·~~m·eniflJt utilization factor[:!] . 

. \r:cc•rding to the Oeaclline :\Ionotonic Theory Schecluling[:)j. the optimal priority associatiun i.s kno11 11 

a.~ thP Dr~aclline :\[onotonic priority association. proúclecl thar tasks are synchronous ancl cleadlines haye 
arbitrary Yalues. The Deaclline :\Ionotonic Schecluling Theory has greatl;· evolvecl cluring the past years. clue 
t'J its considerable amount of applicability ancl the benefits it is provicling to the field of Hard Real- TimP 
S' stems[-±]. This srhecluling policy asserts higher priorities to tasks 11·ith smallers cleacllines. \Y e want to 
¡1rovide a utilization factor bouncl that allows us to assure that the periodic task set is scheclulable[::i]. A lot 
of ;,checlulatility tests ha1·e been proposecl in these years. amüng them we cite the simulation of arbitrary 
dr1dlines as blocking[Cl]. the uniform cleaclline variation[l] and the interference analysis[8]. \Ye propose a 
tpst namecl arbitrary cleaclline ,.éuiatio!l approach(ADYA). IYhich can leacl to a suitable tracleoff betwe~'n 
pPrfon¡¡aw·p ancl ron1putational costs. 

ln sLort. 1re adclress the issue of real-tinw CPt· scheduling in harcl real-time operating systems. Th"' 
approarh IY<-' propose is to clesign a !le11· aclmission test for perioclic tasks 11·hich guarantee that a nm tirne 
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schecluler. basecl on the Deaclline Montonic príority, will be able to honour all the specifiecl deacllines. where 
the deadlines may be earlier than the ene! of the current period. These tasks are sometimes refered as jitter 
constrainecl tasks. as they shovv up less jitter than conventional perioclic tasks[9]. This set moclel is very 
suitable for multimedia applications where jitter issues are a major concern[lO]. 

In section 2. the relatecl work is reviewecl. In section 3. we illustrate our schedulabili ty test. using a 
two-task system. In section 4 we present the results for a n-task system. \Ve present comparisons among tbe 
methoclologies in section 5 ancl final remarks in section 6. 

2 Related Work 

\Ve present a review witb the main results concerning the scheclulability of a periodic task set when arbitrary 
cleadlines are present, provicled they are smaller than the corresponclent periocls[11]. The conditions evaluatPd 
to guarantee that a task set is scheclulable are based on sufficient or exact tests. A sufficient test assures that 
a set is scheclulable if some condition is true. However. if the conclition is false the set might or might not 
be scheclulable. Generally, the advantage of the sufficient conclition is that it may be evaluated in polynomial 
time[:3]. On the other hancl, it may also give poor results comparecl with the exact conclition. In HRTS s¡wech 
fast ancl predictable responses are a valuable feature. vVe shmv in this section some approaches 1vhich leacl 
to sufficient tests. They cliffer mainly in their schecluling efficiency. clefined as the CPC relative utilization 
of sdwclulable tasks. Let us explain so me terminology first: \\'E' refer to one periodic task as 1~· = (e¡. d;. p¡). 
where e¡ is the execution time, el; is the cleaclline and Pi its period. Al! tasks are synchronous, implying they 
are activatecl at the same time. \1\fhen d¡ = p¡, it is proven that if U::; n(2 1/n -1) the task set T = {T1 , ... 7;,} 
is scheclulable[5]. ancl U is known as the utilization factor of the set, U = ¡:::;'= 1 (e; ÍPi). 

2.1 Simulation Arbitrary Deadline as Blocking 

Civen a task set T = {T1 .... T,,}, where Tj = (cj,dJ·P.i)· it is assumecl that iffor task T¡ 1ve have d¡ < P.i· 
then it has an associatecl blocking, namecl B_¡ [6]. Take k¡ = p,) d¡. The task set is scheclulable if: 

where B; = p,- d;. Then. we get that if U :S: n(2 1171 - 1)- max(1- lík1) the set is scheclulable. 
Thís result applies to the set T in its entirety. E1~ntually, t_his sort of results can be ímprovecl by noticing 

that T !S scheclulable 1f all1ts subsets also are. However, we nught have subsets of T scheclulable. even ¡f T ¡s 
not scheclnlable. Let l < n. ancl if the conclition above ís valicl sois ¡:::;=1 (c;ÍPi) + mcu(B1 ÍPi) ::; !(2 111 - 1). 

2.2 Uniform Deadline Variation Approach 

The uniform cleaclline variation approach(UDVA) constraints the arbitrary cleadline Yalues to be uniformly 
smaller than the respective periocls. in other words, p,) d¡ = }Jj í d¡ whatever i ancl j. Beíng ¡,, = p¡ Í el;. the 
sufficient conclition for successfully scheduling the set is [7, 12]: 

• If k:::: 2 ancle::; 1l((2ík) 1111 - 1) + (1- 1ík) 

@ If k 2: 2 ancl U ::; k 

Again. tbe sufficient conclition might be appliecl to a subset of T, let us say 1vith l tasks, leading to the 
conclition ¡:::;=1 (c;Íp;) :S: l((2ík) 111 -1) + (1-lík). 
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203 Interference Analysis 

In this approach. it is possible to apply sewral sufficient conditions. differing among themselws in the wa~ 
the:· e\aluate the interference factor[8]. This method is based on that higher priority tasks will interfere vYith 
the execution of lmYer priorit~' ones. The evaluated amount of this interference is variable, ranging from a 
wry simple activation counting of one high priority task in the deadline of a lmv priority task, until more 
sofisticatecl evalutions of interference. Let Ij be the interference of tasks with higher priority than T¡. the 
schedulability of TJ is guaranteecl if: 

e + I < d } •• - .1 

\\"e shall proceecl \Üth the evaluation of the tests for all tasks. The computational cost depencls of hm1· 
IJ is e\aluatecl. For instance. if 11 = :[j~~ldi/P.ilcJ. the complexityis Q,n"). As the approach we propose 
is O ( n). sin ce is it base el only at the utilization factor. we are not consiclering this approach for comparixon. 

3 Feasible Schedule for a Two-task Systen1 using the Arbitrar)r 
Deadline Variation A_pproach 

\Ve nm1· begin om inYestigation of fincling a feasible schedule for a tí\"0-task system. using an approach 
we name arbitrary cleaclline variation approach(ADVA). Given a t\\·o-task system T = {T1.T2}. such that 
T; =(e,. d;.p¡). where e;-:::; d¡:; p¡. being e¡ the execution time. d¡ the relativedeadline ancl p¡ the periocl of 
task T1. \Ye v\"ant to know if the task set is scheclulable through a fixecl priority association. \Ve refer to this 
problem as the scheclulability c¡uestion. It is knmn1 that when the cleaclline of each task is not greater than 
its periocl. the cleaclline monotonic is the optimal priority association[:3]. 

To find out a solution for the scheclulabilil:v c¡uestion that can be statecl as a sufficient test, we neecl to 
prm·icle an evaluation of the mínimum utilization factor([~mln ). Its clefinition is such that if the task set 
utilization factor is not greater than Cn in then the set is scheclulable. Let us assume d ¡ S d2 and el; = p¡. 

for both tasks. \Ve kno\\· that the utilization factor([~) is given by: 

The O 8~) limit is known as the minmum utilization factor that guarantec:s T scheclulability. applying the 
rate monotonic priority association[.)]. This means that any t\Yo-task set T \\"Íth UT S O.c\:3 is sclwclulable 
through the rate monotonic schecluling. It is possible to shmY that there is a system T. with UT = 0.84. which 
is not s,:·hr-dulable. For the 0.8:3 limit. the task parameters are: 

d~ =P-e = l.414pJ = l.414d1 

c1 = P-:: - ]'l e c2 = Pl - e¡ 
re= :2!:2ln- l) = (:21/:!- 1) + (:21/2- 1) 

\Ve notice that the mínimum utilization factor occurs >~·hen \Ye uniformly distribute the CPU time among thP 
competing tasks. such that each task has the same amount of utilization. 

We show in Figure l the CP"C utilization for T given by T1 = (41-t 1000) ancl T~ = (586.1414). Tlw 
sdwdulability is guaranteecl once we have U = 0.8:28. \Vhen \\·e increase the execution time of T2 in one 
unitv. say T" = ( 581. 1414). the system is no longer scheclulable. This missing cleaclline is shown in Figure :2. 

For the general case we name k, = p¡j el1 the squeeze factor of task T;. The greater the squeeze factor the 
harder will be to meet the task timing requirements. The mínimum squeeze factor is l. indicating that tlw 
task must finish at any time vl"ithin its periocl. For the general case k1 2: l. Our initial goal is to analyze how 
the squee;;:e factor \Yill affect the scheclulability of the two-task system. \Ye regard some specific cases: 
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Figure 1: T1 , T2 , val id schedule 
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Figure 2: T2 missing cleaclline 

3.1 Specific scenarios 

Ao: our first specific scenario. Jet us analyze the behaviour ot the tasks in T vvhen k~ = 1 e k1 is arbitrar.)·. As 
el~ = p2. task T2 vvould not miss its deaclline if U S 0.828. so its schedulability is not affected. Regarding T1 , it 
is possible to miss a deadline if el1 S 0.828pl and c1 = 0.828Pl· So we have a new schedulability conclition that 
relates to k1 . However if el1 > O .828p1 the previous conclition is kept. Thus T1 is schedulable if U1 S U m in ( 1), 
where U; = c;jp; ancl Umin (1) = 1/k1 . On the other hand T2 will be scheclulable if h + U2 S 0.828. ancl T 
is scheclulable if T1 and T2 also are. So we regard Umin (2) = 0.828 = 2(2 112 - 1). 

At the second scenario. T1 has higher priority ancl makes its deaclline. Let T1 = (414, 1000.1000) ancl 
I? =(e:>, el2.1414). vVe see that if C:? = .586 and el2 = 1414 the scheclulability ofT is guaranteecl. Suppose that 
d~ changes to el 2 = 1400. \Ve notice that we cannot execute the first instance of T2 after 1400 for example. 
Suppose that T2 misses its deaclline after 1400, finishing at 1401. This is possible if c1 = 400 and c2 = 601. 
Thus, el2 = 1400 enables the existence of the utilization factor U = 0.825 thaL although smaller than the 
mínimum. el o es not guarantee the scheclulability. In Figure :3 vve se e the T1 ancl T2 schecluling as above. 
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Figure 3: lYiissing an arbitrary deadline 

Indeecl. as seen in Figure :3, decr,oasing cr, makes the utilization fanor of T1 decrease more than the increase 
of T2 utilization, while fully using the CPU. This decreases the mínimum utilization factor that enables the 
sufficient conclition[.':í]. 

Vv'hen T1 ancl T2 have arbitraries cleacllines we have to take into account d1. that may affect T1 schedulab­
ility. as well as d2 responsible for decreasing the minimum utilization factor. 

3.2 Evaluation of the Minin1um Utilization Factor 

The minimum value for the utilization factor must be obtainecl according the approaches clevelopecl else1Yhere. 
basecl on the mínimum of utilization factor that full.r utilizes the CPC[.S]. In this sense. let us consicler the 
system T as before. ií'Íth cl1 = Jh ancl c/2 = lp1 + q. where 1 is a non-negatiw integer ancl q < p1. \Ye can 
show that. given such system. iW can get T" such that its utpization factor is smaller >vhile keeping the CPl.. 
fully utilizecl. 

Theorem 1 üt T = {1J..T2} bt a systtm whtrE T; = (c;.d¡.p;) tcith d2 = lp1 +q. Ifthe systtm T" gicfn 
os T = {Tí.T;}. u·hcrE Tt = T1 anc!T:; = (c;.p 1 +q.p~). is schululab!t T is also schululablt. 

Proof. In fact. \Ye want to show thaL if for a system with c/2 < 2p 1 the system is schedulable. then if 
d~ = 1pl +q the new system will also be scheclulable. Assume that c/2 = Jh +q. \vhere q < Pl· ancl {T1. T2} are 
schedulable. ¡¡·e mean ['y• ::; Cn in. '\'ow. change T2 su eh that el~ = 1 Pl + q ancl ].!2 = k2d 2 . If we keep the full~· 
utilization up to the cleaclline. c2 = e:¡+ ( 1-1) (p1 - el). So T1 utilization willnot change ancl T2 utilization 1í'Íll 
depend on the new val u e of c2. Originally either c2 = p1 - e1 or e :e = c/2 - 2c1 . If c2 = p1 - c1 then c2 = 1 e]. 
and as P'J = 1 p';_ - (l- 1) 1..-'2 q, the mínimum utilization factor that fully utilizes the CPU occurs when d2 < 2p 1 . 

On the other hand. if c2 = d2 - 2c¡ again we have a mininum utilization factor when d'2 < 2p1 . \Ve may also 
substitute T1 for Ti = ( c1 . ld1. 1 pJ). meaning that the new period ( ancl cleaclline) of Ti is l times greater. Thus 
e~= c2+(/-1)cl in order to fully utilize the CPU. So. ['y. = ci/lpl +c2/P2 or Uy· = ci/lpl +(c2+(1-l)el/p2. 
Then ['y. = cJ/1p¡ + (/- 1 )cd P2 + e·:dP2 ::; c1flpl + (/- 1)cl/lp¡ + c2/ P2 = cJ/pl + e2/p2 = U y. Conclucling. 
th<" smaller value for the fully utilization occurs when d-:2 < 2p1 . 

Any further analysis will use this result. Let us relax the aboYe conclitions. observing that. incleed. we ma.1 
haYe a scheclulable set ewn if cl1 ::; Pl· Let Cnin (2) be the mínimum U value that guarantees the tiYo-task 
set scheclulability. 

Theorem 2 Lff T bt os uboté. such that d2 < 2p1 , une/ Cnin 12) the nunimum wluE of U to guarontu T2 
schulu1abi/1ty. The sét T is schtclulable if d¡ 2:: Umin (2)Pl· 
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Proof. As T2 is schedulable anyway, only T1 could miss its cleadline ancl it woulcl happen only if c1 > d1 , 

implying a value of U such that U> Umin (2). Thus, the set is schedulable if U:; Umin (2). 
Let us now start the evaluation of the utilization factor mínimum value. Initially we make an ana]ysis 

based on three possibilities: 

3.3 Con1n1on Scenarios 

Let us evaluate the minimum utilization factor when p1 5:': d2 . vVe set the following parameters: 
c1 = m 1d1 

p¡ = h¡d¡ = d¡ 
el~= J{d1 . providecl that d2 < 2p¡ as stated in theorem 3.3.1. Yet. P2 = k2d2 = SÁ:2d1 

\Ve have three possibilities for e¡: 

Let us analyze each possibility in turn: 

@ C[ < d2- Pl· 

The value of c2 must be d2 - 2c¡. Then >ve have: 

c1 = m 1 d1 e c2 = (K- 2ml)d¡ 

Thus: U= m¡jk1 +(K- 2ml)/Kk2, and rearranging: 

U= l/k2 + m 1 (1(k2- 2k¡)/Kk¡k2 

\Ve realize that the U value increases with el( m¡) if ]{ k2 - 2k 1 is positive. 

e C¡ > d2- p¡. 

\Ve have c2 = p¡- e¡. Then e¡= m¡d¡ e c2 =(k¡- m¡)d¡, generating: 

U= m¡jk1 + (k1 - m¡)Kk2 

u= 1\.fk¡ + (2k¡jk2)(1/ ¡,·)- (k2 + l)/k:2 

As A. k2 - J.. 1 > O this choice makes U in crease with e¡. So we ha ve to clecrease e¡. Then the optimal 
value of c1 is given by c1 = d2- p1 . In this case c2 = (2k1 - I-:.")d1 . 

r· = m¡jk¡ + (2k¡ -l\.)jKk2 
[.- = h"j/..:1 + (2/..:¡j/.:2)(1/K)- (k2 + l)/k2 

The following observations are val id when p¡ :S P2 :S 2p¡. Our hypothesis is that P2 :S 2p¡. Further. we 
analyze what happens if P2 > 2p¡. 

The mínimum value of U depends on ](, given k1 ancl k2 . As we assume k1 = l. A defines the optimal 
val u e for the ratio d2/ p 1 when there is a squeeze factor for T2. The mínimum val u e of U can be given deriving 
U with respect to J(: 

dU/clK = 1/k1 - 2(k¡jk2)(l/H.y =O 
We get the optimal value of ]( = kl(2/k2) 112 For k1 = L we have K= (2/k2 ) 1n. The value for U711 ; 11 1s: 
Umin = (1/k2)(2(2k2)l/'2- (k2 + 1)) 
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\Ve observe that if k~= l. we have Umin = 2(2 1 1~- l) 
\Ve now turn back to the case where Eh~ -').Á.·¡ > O. with P2 > '2p¡. The mínimum value is still valicl 

proviclecl k2 :S :2. So. ,,.e are assuming that k2 :S 2. Elsewhere \\·e analyze the results for any k 2 . 

Let us take the case where k¡ is generaL The change that must be macle is relatecl to what utilization 
fa,"tor we haw to deal with. A very hígh k1 value ma:· minimize the utilization factor. given as l,IJ>¡. As \Ye 
are assuming that C¡ :S el¡. this \Úl! pose no problem. "ldlich is not true in the general case. For this case. 
gi wn k¡ e k 'l. \Ye try to guarantee that d¡ 2 U m in ( 1 )p¡. Regarcling T~. it is al so neeclecl to guarantee that 
d2 2 Cnin (:2)p..,. This is necessary to accept Umin (i) as the mínimum utílizatíon factor that guarantees tasks 
\Ybose utílization factor are smaller. 

\•re conclude om evaluation for the scenarios analízed wíth the following observatíons: 

0 T¡ is scheclulable if C¡ :S Cnin (1) = 1/k¡. as giwn before for Cnin. 

o T~ í~ .~checlulable íf C¡ + C2 :S Umin (2). 

® TllP abm'e conclítions are suítable íf !.·2 :S 2. Othen\"Íse Cnin(2) = 1/k2. 

3.4 Unconunon Scenarios 

LH us consicler two uncommon scenarios: 

In the former case \\"e poínt out the meaning of the preemptiw algoríthms, where hígher príoríty task:o 
prtoPmpts lower ones. As p 1 2 d2 ancl T1 has higher príority no preemption occurs. Thus. up to d~ \Ye execute 
only one instance of each task. Thus e¡ + c2 :S d2. or equivalen ti:·. c._, = d2 - c1 . So U = c¡j p 1 + ( d" - el)/ p2. 
or C 2 c¡jp 1 +(d..,- c¡)/P2· since p¡ :S P2· Then [. 2 c¡jp¡- cdp2 + 1/1.-2. In this way, the mínimum 
utilizatíon factor occurs "·hen c1 = O, or U = 1/ !.~ 2 . So. we can unclerstancl the mínimum utilization as beíng 
Cmn(L2) = 1((2/k2) 1 -1) + (1-1/k~). 01' Umin(L2) = 1/k~. 

In the latter e"= d..,-c¡. leacling to u= cifp¡ +(d~ -c¡)/p2 and r· :::; c¡jp¡ +(d2-c¡)p¡ anclthen C¡ shoulcl 
be a maximum in orcler that r· lw a minunmm. Thís happens \Yhen C¡ = d¡ of Umln (:2) = 1/ Á:¡+ ( ¡;- 1 )k~¡\·. 

4 Schedulability Conditions for a n-task systen1 

In the general case, \Ye haw an arbítrary perioclíc task system. each task wíth an arbitrary cleaclline. proYiclecl 
that if ancl only if di :S dj then Pi :S PJ· Let the n-task set be T = {T1 .... , I;,}. such that d¡ < d2 < d:3 < 
... < d, e Pi = k; di for al! i = 1 ... n. Also. as cited above. p 1 < p 2 < ... , Pn. As the Deacllíne .\Ionotonic 
Algorithm ís optímaL let us use it in our eYaluations. T\YO cases must be observed: 

- d¡ :S p¡ < d1+1 for i = 1 ... n - 1 ancl d71 :S Pn. 

- p¡ :::; j)¡ for i < j. 

Both cases are wry representatiYe of applications ancl will be analyzecl. 

4.1 Period between adjacent deadlines 

f irst. \\·e consider d1 :::; p1 :::; d1 +l· proviclecl d, < 2p1 . Thís last equation wíll give us the best relat ion for thto 
t"tilization Factor. 

r· = ¿;'= 1 c¡/p1 
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In orcler to get the mínimum from U fully using the CPU, we ha ve to choose the execution times su eh 
that a small change in these val u es will not clecrease U while fully using the CPU. Su eh val u es are: 

e¡ = Pi+1 - p¡ for i = 1 ... n - 2 
Cn-1 = dn- Pn-l 
C11 =dn -2(c1 + ... +cn-Il 
Thus, we 9et U given as: 
U= :L;';1-(Pi+1- p¡)jk;d; + (d,- Pn-1)/kn-1dn-1 + (dn- 2(cl + ... + c,_l))jk,dn 
Naming k;j = d;/dj, we have: 
U= k2k2.I/k1 + k3k3.1/k2k21 + ... + kn.l/kn-lkn-1.1 + (1- n) + (2kl- Á.'n l)/knkn 1 

As 8Ujé!ku =O. we have: 
U= n((2/k11 )l/n- ((n -1)k:n + 1)/nk,.,) 

4.2 Ordered Periods 

Let us consicler a system in which the periocl task orcler is equi valent to the cleaclline task orcler, su eh that if 
el; ~ d¡, then p¡ ~ PJ. Let ]{ be the first inclex such that Pk 2: d,. vVe will see that any execution that come 
from the tasks Tk to T,,_ 1 will in crease the utilization factor. 

Theorenl 3 Let T be giuen as abot:e. If [T1 is given through T such that Ck >O. for Jlk 2: dn. then for u2 

gú·en by q, = o and Cn = Cn + q,. v.:e haue u'2 ~ U l. 

Proof. As Pk 2: dn. we have only one execution of T¡,. in d11 • As p11 2: Pk by bypothesis. the utilization 
factor contribution from T¡,. outperforms the one from Tn, if the execution time of n can be clwngecl to 
the oue from T 11 and vice-versa. Thus, every computation from Tk must be lmll. in orcler to minimize the 
utilization factor. As it holds for every ¡...,_·, all the tasks with ]Jk 2: d, do not participa te on the Pvaluation of 
the mínimum utilization factor. 

Regarcling the system T as above the mínimum utilization factor should take into account only tasks whose 
periocls are smaller than the maximum deadline( d11 ). For these tasks the condition behaviour will remain as it 
was in the last section. The mínimum factor will be available if e; = Pi+l- Pi, for i < k ancl e~,: -1 = d, - Pk-l· 

The e, value is as before. The system behaviour is much like the same, excluding tlw n-t.~+ 1 tasks. So the 
mínimum factor will be 

U= /((2/kn)l/l- ((l-1)k, + l)jlk 11 ) 

The scheclulability analysis will apply whenever the orcler remains, for instance, if d¡ ~ dj then p¡ ~ PJ. 

Let it be a task set T of n tasks that satisfies this requisite. The question is to fullfill the scheclulability for 
this task set, given Umin values. vVe define Umin (a. b) = a((2/kb) 11a- ((a- 1)k6 + 1)/akb)· We analyze the 
scheclulability of each task separately: 

o T1 is schedulable if U(1) ~ U111 ; 11 (l. 1) 

o Ti is schedulable if U(2) ~ Umin (2, 2) for the case wht:re d~ ~ P1 ancl U(2) < Urnin (l. 2) for the case 
where d2 2: Pl 

o Tj is scheclulable if U (j) ~ Umin ( i + l. j), where i is the inclex such that p; ~ clj ~ Pi+l· 

This procedure covers all the possible cases ancl it has polynomial time cornplexity, as it uses a sort ancl 
search for t:ach task. 
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5 Con1parison a1nong the Methodologies 

Here v\'e compare the methoclologies proposecl vvith the relatecl work, mainly concerning computationaJ cost 
ancl performance values. taken as a measure of the CPC utilization that can be achiewcl. \Ye present a 
separate analysis for each one of the relatecl methoclologies comparing them with our proposal. \\~e \Yotücl 
like to emphasize that HRTS requires that the computational cost be preclictably mínimum in orcler to be 
appliecl at execution time. 

5.1 Blocking Methodology 

The blocking approach assumes that the task cleaclline may be smaller than the task ¡wriocl throngh the 
blocking factor. regarclecl as the time interval within the task period that the task will have to be blockecl. 
This te.5t imposes a polynomial cornputational cost. but its performance is poor. when compare eL with the 
Arbitrary Deaclline Yariation Approach. \Ye show belm>· that ADVA has. in the general case. a better 
efficiency. once any task set schedulable using the blocking is prm·ed to be scheclulable using ADVA. 

Theoren1 4 If a set T is schedulablE using the blocking opprooch. tlnn it is also schedulable using AD1A. 

Proof. Consider T a periodic task set with ki = p1/d 1. Let ¡,- = max(k1). Thus max(l-1/k¡) = 1-1/ !\.. 
As B 1 /p1 = 1-1/ Á:¡. and assuming T is scheclulable using the blocking approach, we ha ve U :S n (2 1/" -1)- ( 1-
l / f{ )[ 12]. I t is knmm that 1/ Á:11 2: 1/ K. implying ¡¡ ( ( 2/ h" 11 ) l/n -1) + ( 1-1/ Á: 11 ) 2: n ( ( 2/ !-\.) l/" -1) + ( 1-1/ h-). 
On the other hancl n ( (2/ X) l/n -1)+( 1-l/ !-\.) 2: n (2 1/n -1 )-( 1-1/I-\.). Thus F :S n ( (2/ Á: 11 ) 1/n -1) +( 1-1/ h" 70 ) 

which implies that T is scheclulable using ADVA. 
To see that AüVA is more generallet T be {T1 . T:>}. \Yhere T1 =(e¡. d1.p¡). If 1/k1 = 0.8 ancl1/k:> = Cl./. 

Then r is scheclulable using )~.DVA if [' :S 0.66. Taking T 1 = (20. 40. -50) and T"!. = (11. ±9. ID). Thus 
e= 0.642. Howewr T is not schedulable using the blocking approach. 

5.2 Uniform Deadline Variation Approach 

Regarding the computational cost. the Uniform Deaclline Variation Approach is equivalent to :\D\'A. Both 
base their tests on the CPC utilization factor. The performance of the l.'DVA algorithm is at best equ~l to 
the one obtainecl usfng )~.DVA. This happens naturally since the ADVA algorithm is a generalization of the 
\. DVA. 

Theorem 5 If a sEt T zs schedulab!e using ["D1A thEn it ls o!so sclndu!oblf using AD\A. 

Proof. Let T be a perioclic task set such that ¡,,· = p;/ d¡ for each task in T. As T is scheclulable using 
t·DYA. we "·illhaw [-:S n((2/f,-) 11"-1)+(1-1/h-)[9]. Thus. as k 11 = ¡,-_[':S n((2/k,) 1111 -1)+(1-l/k11 ). 

Then the schedulability will also be valicl using ADVA. :\"m\· take ki = p;/ d¡ for each task T¡. Let T' 
the clerived set from T. taking ki = X. where K = mcLr(Á:j) for all tasks. Thus, the task deaclliues of 
tasks in T' are smaller than the ones from T. Thus. if T' scheclulable. so is T. As T' is scheclulable if 
r· S n((2/I-\.) 1fn -1; + (1-l/f,-). Since Á: 11 :S S T will be schedulable using ADVA 

\Ye notice that there is a task set scheclulable using ADVA. but whose scheclulability is not guaranteecl 
using Cü\-A, as observecl in the example below. 

Let a two task set su eh that Pl = Á:¡ el 1 ancl }J2 = Á::>d2. Assume Á:¡ = Cl. 9 ancl 1,:2 = D. ~l-5. So k¡ > k2. 
This set is scheclulable using ADVA if U :S 0.80/. Hmwver CDVA is supposed to also builcl a successfully 
schedule if T' S Cl./8:3. If c1 = 20, p1 =.50. c2 = 28 e P:> = /Cl, U= 0.8, ancl this set is not guaranteecl to be 
schedulecl using CDVA. 

197 



6 Final Conunents 

The ADVA is particularly interesting when the environment is complex and highly clynamic. and requires 
a very supportive scheduling algorithm. If changing the task set is a· rule ratlwr than an exception the 
interference analysis may no longer be usefuL as an on-line approach. 

Our ADVA methoclology is very generaL being restrictive only at rare situations. In any case. >ve observe 
that when the cleadlines are arbitraly smalL neither sufficient nor exact tests may give good performance 
results. In this case, variable priority association should outperform any fixed priority association. 

As an avenue to pursue we are considering the inclusion of a ready time for each task. defined as the time 
instant the task may begin execution. This moclel may fit the inclusion of E/S in the processing moclels of 
HRTS. 
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